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More Reference

* Course:
* http://homes.cs.washington.edu/~pedrod/803/

* Toolkit:
* Alchemy: http://alchemy.cs.washington.edu/
» Tuffy: http://i.stanford.edu/hazy/hazy/tuffy/



Machines use logic as humans?

* This is also a structured learning problem.

 Evaluation:

* Evaluate how logical a possibility is based on the
knowledge base

e Using as graphical model (?)

* Inference:

* Evaluate all possibilities and find the most
logical one

* Training:
* Learn the knowledge base




Terminology

* Knowledge base: a set of Formulas

* Formula:P = Q,P & 0 ...
* Conjunction of predicates by logic operation
* Logic operation: ~, A, V, =, &

* Predicate: P, Q
* Predicate is a function

* Input: one or several objects
e Qutput: True or False

Predicate: Formula:

bic AT TN R () > SRR ()




Terminology

* Grounding: Replace the variables in the predicates
with all possible constant

* Example:
* Predicate: F&(x)
* X: is a variable which can be any person

Person = {Anna, Bob} =) constant

Grounding

—

Z(Anna)
(Bob)



Terminology

* World: Grounding all the predicates, and assign a
truth value to each grounded predicate

 Predicate: AR (X,y), E(x), EBHFZE(Y)
* Person: {A, B, C}

= HA(A,B) | = EHAM(AB) | =
EHAX(B,C) | = EHA(B,C) | =F
AR (AC) | = EHAA(A,C) | =F
T(A) = T(A) =F
+(B) = (B) =
Z(C) = F(C) =
fBEHFE(A) | = fBoT(A) | =
fibH7E(B) | = fib5T(B) | =
EbEFE(C) =T fieiAzE(C) | =F| U’



Evaluation — Logic

* Evaluating a world is logic or not given a knowledge
base

Person:
{A, B}

World U:
HEN]




Inference - Logic

Knowledge Base L: Evidence:

World U: X (evidence)

Check the 8
possible worlds

By L(U)

Y (to be inferred) There is only one

logical world.



Evaluation — Soft Logic

* The real world is complex.

L(U) = logical or not » L(U) = how logical it is

e Each formula is assigned a weight representing
confidence score.

* When a world violates a formula, It becomes less
probable, but not impossible




Evaluation — Soft Logic

* L(U): How logical a world U is given knowledge
base L

Sum over all formulas in knowledge base

formua
LW) =| ) |wim (U)

[

No. of times formula i
Weight of formula i IS true

* Probability point of view: o L)
(The probability that the IdUE 0B
world U appears.) Q. €




Inference — Soft Logic

e Given a world U ={X, Y}, X is known, find the most
possible Y

Y =arg m;;le(X, Y)

= arg mﬂxz w;n;(X,Y)
i

Y =arg m;;le(Y|X)
oL(XY)

/
S, et -

= arg max




Example

If we observe that Z(A) =T

.
Wl-_ 1 {p( (RFZE(A) = T) = 0.82

Person = {Anna} P( fHFFF4E(A) = F ) = 0.18

= (A) T T F F
BT (A) T F T F
n, (U) 1 0 1 1
L(U) 1.5 0 1.5 1.5
P(U) 0.31 0.07 0.31 0.31




Person = {Anna, Bob}
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Graphical Model
i e
predicate is a node.

f2CGEHIA(AB) , E(A), E(B))

f2 +
f1 (FB(A), {HhH3E(A) )
f1 N
ST (A)
f1(&(B), fihH5E(B) )
fifchH5E(B) fi

L(U)



1
f2

W1
Wy

fl (%(X) ’ ﬁflﬁﬁ%(x) ) _ {Wl (FE(x) = fBHFE(x)) is true

) otherwise

= AB
e (A,B) “ (P& (AB) , E(A), £(B))
=(A) oy
() fi (FE(A), ﬁf{ﬁﬂ%(A) )_
fi i =wp =0
EHSE(A
REFFSE(A) fi(E(B), fHHE(B) )
%% (B) Ao

L(U)



1
f2

GEAIL(xY) = (£(x) © =Ely))) istrue
w, ="
fOREAB), E(A), E6))={;

™ otherwise

=| A, .

AR f,(ERIE(AB), F(A), T(B))
%(A) f2 + =w, =10
+(B) f1 (FE(A), fbFFE(A) )

TF fi n
S (A)

f1(%E(B), fHb5E(B) )

{5k 5E(B) fi
L(U)



Graphical Model

Factor Graph Markov Random Field
s (a8) @ T (AB)
f2
E(A) (‘ N\
= (B) 3 T(A) %(B)
AT (A) ‘ ‘
e (:) £ [EFZEA)  fHFoE(B)

This is why the model is named Markov Logic Network




Learning

* Given a set of formulas {F; -+ F; --- Fy } and world U,
assign weights {wy ---w; --- wy } for each formulas

* Maximizing the likelihood of world P(U)
eL(U)

ZU’ eL(U

logP(U) = L(U) — log » e“(U")
2

P(U) =

5 L) = ) win V)

dlogP(U)
aWi

Gradient ascent: w; « w; + 1



Learning

* If there is some missing data in the world

U

& HIA(A,B)
& H&(8,C)
A (AC)
T(A)

T(B)

E(C)

BT FE(A)
b 52 (B)
i 5E(C)

Observed
world

X

A (A,B)
& H&(8,C)
&I (AC)
T(A)

— F(B)
%(C)
b5 (A)
b 5E(B)
{7 (C)

=T

=? Hidden
f world
= H



Learning

* If there is some missing data in the world
e X: observed part of the world, H: missing part

P(X) = 2 P(X,H") ‘ Everything you don't
- ' observe can happen
H

dlogP(X)
aWi

= z P(X,H)n;(X,H")
H’
_ Z P(X' H')n, (X', H')

X" H'



Learning the Correctness
- UW-CSE database

Available:
http://www.cs.washington.edu/ai/mIn/database.html

1158 constants: person, course, paper title ......
22 predicates: Professor(x), AdvicedBy(x,y)

4M grounding predicates, 3k are true

94 hand-crafted formulas are given

Learn the weight
* The formulas with the highest weights
 (course cis taught by x) => (x is a professor) 3.5

* (x is advised by y) => (y is the co-author of the paper
x published) 3.1



Outlook

* Markov Logic Network can learn more than just
weights

 Discover the knowledge
* Discover the predicates
* Transfer Learning
* Unsupervised Learning
* Markov Logic Network can be used in general
supervised learning like classification
* Not especially powerful, but interpretable



